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B Foundation Models

What is a foundation model?
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B Foundation Models

What is a foundation model?
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Downstram Task

Question Answering
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- Foundation Models

What is a foundation model?
Hirljot ko] M|0|E{ 2 AfMetSEl HE ol mEA
Downstram Task

How about computer vision?

Classification
Image Data

Object Detection

Segmentation

Depth Estimation

Foundation model
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B Foundation Models
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4 Dog Classification

Object Detection
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B Foundation Models
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I Research Trends

DINO Series

Self-supervised learning= &%l Foundation Model
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Emerging Properties in DINOV2 DINOv3
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Transformers
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Eelf-Supervised Learning

(Algorithm & application)

I Self-Supervised Learning (SSL) o

Seokho Moon
N 26, 2000
= Applications of Self-Supervised Learnin Self-Supervised Learning (algorithm & ap
Pretrain : Blee
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Unlabeled Data B o o
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B Self-Supervised Learning (SSL)
DINO Series

Pretrain

Unlabeled Data

Visual
Representation

Feature
Extractor > Pretext Task

Finetune

Extractor

Guitar

1 SN2 Visual
q{‘ & Representation
Feature
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Performs Well!
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B Sclf-Supervised Learning

DINO Series
H| o _+_ 29| labeled data?t 0|-85}0 finetuningsliZ=01 &,
ZI downstream taskOjA| £2 452 EY
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Feature — | &
Extractor B Object
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B Sclf-Supervised Learning

DINO Series

Pretrain
Unlabeled Data

How does DINOv2 use unlabeled data?

Feature -
Extractor > Pretext Task =
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25 | Label 210| & C}ASt Vision Task0l| -8 7SSt Feature Representation= H= S} )
uby Data Curation, DINO loss, IBOT loss = 0| 83}XxH )

Pretrain
Unlabeled Data

How does DINOv2 use unlabeled data?

Feature . Aﬂ
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=5 | Label 10| C}ASt Vision Taskl| M-8 7HSTt Feature RepresentationS SHESHAL |
- DINOvV2 Y | Data Curation, DINO loss, IBOT loss & 0| 831X j

Data Curation

Data Curation For Large Scale SSL J

IO &2 aiM 1

XIS HE{E #H3} Pipeline 7%

LVD-142M
dataset

Augmented Curated Data
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U

Curated Data Embedding

Deduplication
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=5 | Label 10| C}USt Vision Taskl| M 7FS¢t Feature RepresentationS SHESHA} |
- DINOvV?2 uy | Data Curation, DINO loss, IBOT loss & 0| 3fXH |

DINO
DINO loss: Image level, Captures global image understanding J
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=5 | Label 10| C}USt Vision Taskl| M 7FS¢t Feature RepresentationS SHESHA} |
- DINOV2 by Data Curation, DINO loss, IBOT loss & 0[25}xH |

IBOT
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- DINOv2 ey | Data Curation, DINO loss, IBOT loss & 0|83}XH |

IBOT
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=5 | Label 10| C}USt Vision Taskl| M 7FS¢t Feature RepresentationS SHESHA} |
- DINOv2 ey | Data Curation, DINO loss, IBOT loss & 0|83}XH |

IBOT loss: Patch level, Captures local details J
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= Label 310| = CHSt Vision Task0i] & 7153t Feature RepresentationS SHSSIXL

DINOvV2 up Data Curation, DINO loss, IBOT loss = 0| 23}XH
Experiments

(a) (b) (c)

Figure 1: Visualization of the first PCA components. We compute a PCA between the patches of the
images from the same column (a, b, ¢ and d) and show their first 3 components. Each component is matched
to a different color channel. Same parts are matched between related images despite changes of pose, style
or even objects. Background is removed by thresholding the first PCA component.
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J DINOV2

KOREA

=5 | Label 20| C}ASt Vision Taskl| M-8 7HSet Feature RepresentationS SHESIAL |

gE | Data Curation, DINO loss, IBOT loss & 0[83}xH ]
Experiments
Linear Evaluation
Feature  Arch Food C10 Cl100 SUN Cars Airer VOC DTD Pets Call0l Flowers CUB Avg
OpenCLIP ViT-G/14 94.5 98.7 91.0 84.0 96.1 80.2 89.3 86.0 95.7 98.1 99.5 89.9 919
MAE ViT-H/14 78.4 96.1 83.9 63.9 56.1 634 843 754 894 959 923 57.2 78.0
DINO ViT-B/8 85.1 97.2 869 703 76.6 70.6 86.7 79.6 93.2 954 97.6 81.7 85.1
iBOT ViT-L/16 91.0 99.0 92.8 75.6 71.8 724 89.0 80.7 87.7 97.5 99.6 82.1 86.6
ViT-S/14
ViT-B/14
DINOV2 " vir.1,/14
ViT-g/14
Table 8: Linear evaluation of frozen features on fine-grained benchmarks. Accuracy on 12 bench- Semantlc Segmentatlon
marks covering objects, scenes and textures following the evaluation protocol proposed in Chen et al. Q2020).
‘ ADE20k CityScapes Pascal VOC
(62.9) (86.9) (89.0)
Method Arch. lin.  +ms lin. +ms lin. +ms
OpenCLIP ViT-G/14 39.3  46.0 60.3 70.3 71.4 79.2
MAE ViT-H/14 33.3  30.7 584 61.0 67.6 63.3
DINO ViT-B/8 31.8 35.2 56.9 66.2 66.4 75.6
iBOT ViT-L/16 44.6  47.5 64.8 T74.5 82.3 84.3

KOREA

UNIVERSITY
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Data Mining

Quallity Analytics

DINOv2

ViT-S/14
ViT-B/14

ViT-L/14

Table 10: Semantic segmentation on ADE20K, CityScapes and Pascal VOC with frozen features
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J DINOV3

Issues with scaling Up DINOv2

Hij ZA DINOv20iM &S 34|, H|0|E{AllS T B0| M X dense featureZ} 25|2{ Y7}
25 =4 o2 & o 31 QPYH QI self-supervised foundation modelS THEXH

— Classification

an)

]

-

— . ShA0| ZISHEIAE
(&) =] Lo 2Tmm
—~ Segmentation dense task®| A= X3}

80 ; ; >
250k 500k 750k 1M
Training iterations
KO REA Data Mining
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HiE | DINOv20|AM 2SS 3|, HIo[E{ S T 0| Mk dense feature?} 235]2 Y71 |
- DI N OV3 =H 2X| 62 & O 31 PEHQ! self-supervised foundation modelS ZHEXH

Key Components

Scaling Gram anchoring

DINOv2 DINOv3

ViT et 57t ViT

Image 200k 1M

il
N

= Y e

- ===

= =
142M images  12Hi 7} 1.7B images ' Cosin Sty
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HHE DINOv20iM 2ES 3, Cl|O|EJE T E0] M dense featureZt 252 Y7HH

B DINOV3 —_

Scaling Dataset & model size

=8| sZ & & 31 QI self-supervised foundation model2 FHEXH

DINOv2 DINOv3

Teacher model DINOv2 DINOv3
Backbone ViT-giant ViT-7B )

. ViT etll S 7} ViT

blocks 4() 40
Patch Size 14 16
Pos. Embeddings Learnable RoPE
Registers 4 4
Embed. Dim. 1536 4096
FFN Type SwiGLU SwiGLU — eSS e
FFN Hidden Dim. 4096 8192 g 3 g g
Attn. Heads 24 32 oD E
Attn. Heads Dim. 64 128 — 3 g g
= e Y

DINO Head MLP  4096-4096-256 8192-8192-512 § —] 3 g g
DINO Prototypes 128k 256k ) - .
iBOT Head MLP  4096-4096-256 8192-8192-384 142M images 121 37t 1.7B images
iBOT Prototypes 128k 96k

\ Data Mining
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HiE | DINOv20|M 2ES 34|, HIO|E{AS T 0| ME dense featureZt 23] Y7HFH |
J DINOV3 = —

=H 2X| 62 & O 31 PEHQ! self-supervised foundation modelS ZHEXH

Gram Anchoring

88 1 Classification
M
86 |
=
> 84
82|
80 J * ‘

250k 500k 750k

Training iterations

Image 200k 400k 600k 800k 1M

Figure 6: Evolution of the cosine similarity between the patch noted in red and all other patches. As training
progresses, the features produced by the model become less localized and the similarity maps become noisier.

KOREA Data Mining
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J DINOV3

Gram Anchoring

Image 200k 1M

(200k AJE<2| Teacher)

GRAM —] —
Teacher —— Bl
ViT B Gran 1), ¢

O | Gram Loss

Student
VIiT

o— —

Cosine Similarity
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J DINOV3

Gram Anchoring

(200k AJH2| Teacher) <

GRAM
Teacher
ViT

(I @[] | Gram Loss

Student sum-

o— —
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Ll e DINOv20{A| ZES 34|, H|O|E{41S C E0| M T dense feature?} 25]2{ YU7IF

B DINOV3 =

Gram Anchoring

28| siZ & & 31 9PEH I self-supervised foundation model2 THEXH

1) Quantitative effect of Gram anchoring

Me
0l AIFS| 2HE Gram teacherZ A}-’E’-?\ /' Semantic segmentation 35 (1)

Teacher | Res. IN1lk | ADE || NYU
Method | Iteration Linear | mIoU ||RMSE
Baseline — — 88.2 50.3 0.307
GRAM 200k x1 88.0 53.6 0.285
GRAM 200k X2 88.0 55.7 || 0.281
GRAM 100k X2 87.9 55.7 || 0.284
GRAM 1M X2 88.1 54.9 0.290

(b) Ablation of Gram teachers and resolutions. Depth estimation ‘85 (1)

- featureZ} & SX|£|0] Q= & XHIO| teacherS anchor® AF26H= Z40| 7}&F 2= o|C}

58 K OREA Data Mining
‘@ UNIVERSITY o.:‘o Quality Analytics




HiE | DINOv20|AM 2SS 3 A, HIo[E{ S T B0| ME dense feature?} 235]2 Y71 |
- DI N OV3 =E =H| i Z & o 31 QPEH QI self-supervised foundation model2 THEXH

J

Gram Anchoring

2) Qualitative effect of Gram anchoring

original

Before g
i g
1
1
1
1
\ 4

After

W/ LHRef
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iz | DINOv20IM RS ), HlO|E{AS Cf BO| ME dense feature?t 23|21 L7IE
- DINOv3

=5 M| o112 & & 311 2PEH QI self-supervised foundation modelS 2FHSXH

=2 -2

Gram Anchoring

3) High-resolution dense features

cosine similarity maps obtained with DINOv3 output features
between the patches marked with a red cross and all other patches.

Bl <OREA Data Mining
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HiE | DINOv20|M 2SS 3 A, HIo[E{ A4S T B0| ME dense feature?} 23] Y71 |

- DI N OV3 S5 | =8| sl E & O 311 QP QI self-supervised foundation model2 THSXH J

Experiments

4) Comparison of dense features

o 7iRsta LaHE
dense feature map ‘44

Input SigLIP 2 PE Spatial DINOv2 w/reg

5% KOREA Data Mining
UNIVERSITY o.:.l Quallity Analytics



HiE DINOv20iAM RS 34|, HIO|E{2IS T EL0] Mk dense feature?} 235]2 L7

J DINOV3

Experiments

Jio
e

=8 sl & & 31 2PEX Q! self-supervised foundation modelS 2HSXH

5) Comparison with state-of-the-art systems on object detection

Parameters COCO COCO-0O
Model Detector FT Encoder Decoder Trainable Simple TTA mAP ER
EVA-02 Cascade 3 300M — 300M 64.1 — 63.6 34.7
Internlmage-G  DINO 3 6B — 6B 65.1 65.3 — —
EVA-02 Co-DETR 3 300M — 300M 65.4 65.9 63.7 34.3
PEspatial DETA 3 1.9B 50M 2B 65.3 66.0 64.0 34.7
DINOv3 Plain-DETR = 7B 100M 100M 65.6 66.1 66.4 36.8

Backbone2 2H9] fine-tuning®t RS0 HISHAM = O =2 ds B

> DINOv32]| feature representation S 0| Z&3|CH= 2

KOREA Data Mining
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HHE DINOv20IM RS 34, Ci|O|E{M S T ELO| M= dense featureZt 235121 Y7
- DI N OV3 =H 25 siZ & & 311 2PIH QI self-supervised foundation model2 THEXH

Experiments
6) Video segmentation tracking evaluation
DAVIS YouTube-VOS MOSE
Method ViT S M L S M L S M L

Agglomerative backbones

AM-RADIOv2.5 g/14 66.5 773 814 701 781 79.2 44.0 526 54.3

PEspatial G/14 68.4 745 705 68.5 67.5 55.6 39.3 40.2 34.0
Weakly-supervised backbones

SigL.IP 2 g/16 56.1 62.3 629 52.0 57.3  55.1 28.0 30.3 29.2
PEcore G/14 48.2 53.1 49.8 34.7 33.0 253 17.8 19.0 154
Self-supervised backbones

Franca g/14 61.8 66.9 665 67.3 70.5 679 403 426 419
DINOv2 g/14 639 736 T76.6 65.6 73.5 746 404 47.6
Web-DINO 7B/14 57.2 658 695 439 496 509 249 299
DINOv3 7B/16 71.1 79.7 83.3 T74.1 80.2 80.7 46.0 53.9

-]

Initial frame Frame 30 Frame 60 Frame 90 Frame 120

¢
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HiE | DINOv20|AM 2SS 3 A, HIo[E{ S T B0| ME dense feature?} 235]2 Y71 |
- DI N OV3 =H ZX) 62 & O 31 PYHQ! self-supervised foundation modelS THEXH

=]

Experiments

7) Comparison of family of models against open-source alternatives of comparable size.

Global Tasks Dense Tasks

Size Model IN-Real. IN-R Obj. Ox.-H ADE20k NYU] DAVIS NAVI SPair
S DINOv2 87.3 54.0 47.8  39.5 45.5 0.446 73.6 53.4  51.6
S DINOv3 87.0 60.4 50.9 49.5 47.0 0.403 72.7 56.3  50.4
S+ DINOv3 88.0 68.8 54.6  50.0 48.8 0.399 75.5 57.1  55.2
B PEcore 87.5 68.4 57.9  20.2 37.4 0.641 44.5 41.8  13.7
B SigLIP 2 89.3 80.6 66.9 20.2 41.6 0.512 63.2 45.4  32.8
B DINOv2 89.0 68.4 57.3 51.0 48.4 0.416 72.9 56.9  57.1

| B DINOv3 89.3 76.7 64.1 585 51.8 0.373 77.2 58.8  57.2 |
L PEcore 90.1 87.7 749 256 39.7 0.650 48.2 421 19.2
L SigLIP 2 90.1 89.2 75.0 21.4 43.6 0.484 66.3 478 419
L DINOv?2 89.7 79.1  64.7  55.7 48.8 0.394 73.4 59.9  57.0

| L DINOv3 90.2 88.1 74.8 63.1 54.9 0.352 79.9 62.3  61.2 |
S0400m  SigLIP 2 90.3 904 76.2 23.0 44.0 0.402 64.8 48.8  38.7
H+ DINOv3 90.3 90.0 78.6 645 54.8 0.352 79.3 63.3  56.3

Global task®} Dense taskO|A] 25 S5 M52 HQl
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- Conclusion

DINOv3, a Vision Foundation Model

HiE DINOv20j|AM RS T A|, C|o|E{4-S & B0 M &= dense featureZ} 25|2{ Y7} ]
85 | =8 o2 & 5 310 Y H QI self-supervised foundation model2 THSXH |

(200k Ae| Teacher)

IBOT 7 l
Teacher Head =B

ViT s.9. @

. 4 IBOT loss
oS 1EMA [cLs] ﬁ
: I - IBOT I
" Student E al . - .
i ViT
"| masking =

No labels, yet powerful!
—> DINOV3 proves the true potential of self-supervised vision learning
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View 2
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